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Abstract
As an important home health care mode in China, the home-community service
mode focuses on the impact of healthcare centers in each community and coor-
dinates the medical resources between communities. In this paper, we propose a
new collaborative home health care routing and scheduling problem in multiple
service centers (C-HHCRSP). In addition to the traditional routing and schedul-
ing decisions, C-HHCRSP also assigns a working center for each highly qualified
caregiver who can provide health services across multiple communities. This
problem is challenging due to the presence of complex, realistic constraints such
as time windows, mandatory lunch breaks, synchronized visits, and downgrad-
ing of services. We first formulate the problem as a mixed integer programming
model, which is solved by CPLEX. Then, we propose an adaptive large neighbor-
hood search (ALNS) algorithm that integrates new problem-specific destroy and
repair operators. To further improve the performance of ALNS, we propose two
post-optimization techniques, which are based on heuristic strategies and a set
partitioning model, respectively, resulting in the enhanced algorithms ALNS-HS
and ALNS-SP. Tested on 104 benchmark instances, ALNS-HS shows a compet-
itive performance with CPLEX on small instances. For large instances, CPLEX
fails to find feasible solutions, and we compare our heuristic algorithms with
a classic large neighborhood search algorithm to demonstrate their superiority.
Additional analyses are performed to verify the roles of the components of the
proposed algorithms.

Keywords: Home health care, Multiple healthcare centers, Cooperative scheduling,
Large neighborhood search, Post-optimization techniques
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1 Introduction
In recent years, the aging of the population has become a global issue, with China
experiencing a continuous acceleration of this phenomenon. In 2018, the population
aged 60 and over reached 249 million, representing 17.9% of the total population.
By 2021, this number will exceed 267 million, accounting for 18.9%. At this rate,
China will even become a super-elderly country by 2025. The continuous growth of
the elderly population has put unprecedented pressure on China’s healthcare system,
leading to significant strain on limited medical resources. To address this challenge,
Home Health Care (HHC) has gained increasing attention and popularity. Unlike
traditional medical models, HHC involves healthcare centers that dispatch qualified
caregivers to provide medical treatment or nursing services in patients’ homes at
scheduled times. This approach allows patients to receive medical care in a familiar
environment, eliminating the need to travel for medical services. Caregivers are a
crucial resource in HHC, and the efficiency of their dispatching has a direct impact
on the quality of home healthcare services.

In general, caregivers depart from a health center to provide services to patients
distributed in different areas for injections, medication, etc., and return to the cen-
ter upon completion of all services. This process necessitates the consideration of
several factors, including aligning the patient’s needs with the caregiver’s qualifica-
tions, respecting the patient’s preferences and balancing the caregiver’s workload.
To optimize the allocation of medical resources, the Home Health Care Routing and
Scheduling Problem (HHCRSP) is an important problem that has been widely studied
in the literature. HHCRSP is mainly regarded as an extension of the vehicle rout-
ing problem (VRP) with time windows and multiple depots [18]. Additional features
related to home health care are considered in HHCRSP as well. Due to the complexity
introduced by VRP and these additional features, HHCRSP is an NP-hard problem
[40]. Thus, finding an optimal solution for HHCRSP is computationally challenging
and heuristic-based methods are commonly used to solve such problems [2, 52].

However, there are many densely populated communities in China, and these com-
munities are required to assume a critical role in HHC by the government. In general,
each community is equipped with one healthcare center and various medical resources.
Considering the shortage of certain medical resources, especially the key resources
(e.g., highly qualified caregivers, technical devices), the decision-maker needs to coor-
dinate these resources across communities to meet the needs of patients. Therefore,
the home-community service mode has become a crucial home health care mode to
improve the responsiveness of healthcare centers to patients’ requirements and to
enhance the ability to integrate medical resources between communities. To properly
address the realistic requirement, we introduce a new collaborative home health care
routing and scheduling problem in multiple service centers (C-HHCRSP). In addition
to determining the set of patients each caregiver serves and building their visiting
routes, C-HHCRSP needs to coordinate the highly qualified caregivers among commu-
nities and assign them to appropriate healthcare centers. Furthermore, C-HHCRSP
also considers other complex, realistic constraints, including time windows, mandatory
lunch breaks, synchronized visits, downgrading of services, etc.
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To the best of our knowledge, this is the first HHCRSP study considering these
additional features. The main contributions of this paper are summarized as follows.
• Multiple healthcare centers and more comprehensive realistic constraints are consid-

ered in C-HHCRSP. A mixed integer programming model is developed to formulate
the problem, which can be solved by the CPLEX solver to obtain satisfying results
for small instances.

• An adaptive large neighborhood search (ALNS) algorithm is proposed to find effec-
tive solutions for large problem instances. Seven new operators are developed in
ALNS, including the destroy operators specially designed to assign the caregiver’s
working center and the repair operators for the synchronized visits and lunch break
constraint. They could help the algorithm explore a larger solution space and find
better solutions of high quality.

• Two effective post-optimization techniques, based on the heuristic strategy and the
set partitioning, are developed to enhance the algorithm’s performance within a
short computing time. The heuristic strategy includes two heuristic procedures,
which are performed sequentially. In the set partitioning, a problem-specific set
partitioning model is formulated, aiming to create a high-quality solution based on
the routes found by ALNS. Combining these two post-optimization techniques with
ALNS, we can obtain ALNS-HS and ALNS-SP, respectively.

• We present 9 sets of 104 benchmark instances with different characteristics and use
them to evaluate the proposed model and algorithm. We compare ALNS-HS with
the CPLEX solver and conclude that ALNS-HS performs as well as the CPLEX
solver on small instances. We then compare our ALNS-HS and ALNS-SP algorithms
with a classical large neighborhood search (LNS) on large instances. We also perform
additional analyses to evaluate the impact of post-optimization techniques, the
scheduling of lunch breaks, and all the proposed destroy/repair operators.

The remainder of the paper is organized as follows. A review of the literature
is given in Section 2. A detailed description of the problem and its formulation is
provided in Section 3. Section 4 presents our solution method, and Section 5 shows
the generation of instances and the computational results. Finally, Section 6 contains
the conclusions.

2 Literature review
To our knowledge, HHCRSP was first proposed by Fernandez et al [16]. We will review
the literature regarding the objectives and constraints introduced in HHCRSP and
the applied solution methods. Some representative research works are summarized in
Table 1.

For HHCRSP, routing cost, preferences of patients and caregivers, workload bal-
ance, etc., are popular optimization objectives in the literature. Most studies model
HHCRSP as an extension of the vehicle routing problem and use the routing cost as
the objective. Holm and Angelsen [28] showed that the driving time spent by care-
givers accounted for 18%–26% of their entire working time. This means there is great
potential to optimize the routing of caregivers to improve operational costs and reduce
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expenses. Mendoza-Alonzo et al [35] also showed that as the size of the optimization
problem increased, the caregiver’s route cost became closer to the total cost. The
preference of patients and caregivers affects the service quality. Rasmussen et al [42]
set a preference parameter that gave a negative cost if caregivers wanted to serve the
patients or a positive cost if they did not. Workload balance is often used as a main
measure of the caregiver’s satisfaction. For example, the objective of minimizing the
maximum working hours of the caregiver was adopted in [36, 40, 48]. Other measures
of workload balance include minimizing the difference between maximum and mini-
mum working hours of all caregivers used in [5] and an integrated evaluation of travel
load, case load, and visit load used in [26].

Time windows, skill requirements, and working time regulations are common con-
straints considered in most HHCRSP models. Given that many services in home
health care are very sensitive to time, most studies took the time window of the visit
required by patients as a hard constraint [4, 43]. For example, insulin injection or
drug supply must be completed within a specific time window. Some studies also set
the time window of the visit as a soft constraint [32, 54], which can be violated but
induces a penalty cost. Regarding skill requirements, Hiermann et al [27] divided care-
givers into five types, and each type of caregiver can only perform tasks with weaker
qualifications. Fikar and Hirsch [17] limited the maximum number of downgrades to
reduce the overqualified service and ensure more efficient use of resources. Working
time regulations are usually implemented by setting a working time window or a limit
of working days or duration for each caregiver [13, 38, 39]. The lunch break of care-
givers has a great impact on their satisfaction, but few studies have addressed this
feature. Bachouch et al [3] allowed caregivers to have one hour per day for lunch and
assigned a break node as a fictitious care to each caregiver’s route. On this basis, Rest
and Hirsch [44] allowed the caregiver’s break time to be split and allocated within the
working day. In addition, some papers focused on considering synchronization con-
straints. According to Soares et al [49], synchronization aspects can be categorized into
two categories: operation synchronization and movement synchronization. Operation
synchronization involves requirements on the execution time of interdependent tasks
on different routes, whereas movement synchronization pertains to requirements on
the execution sequence of interdependent tasks on different routes. In the HHCRSP
literature, the majority of studies focus on operation synchronization, which mandates
that the start service time of caregivers on synchronized visits should be simultane-
ous [6, 23, 42]. To the best of our knowledge, few studies have concurrently addressed
the aforementioned constraints, with Liu et al [31] being a notable exception. They
introduced a novel formulation of the HHCRSP, denoted as HHCRSPsynLB, which
comprehensively integrates considerations such as time windows, synchronized visits,
and lunch breaks.

From a methodological point of view, HHCRSP is mainly regarded as an extension
of VRP. Exact algorithms have been widely designed to obtain optimal solutions for
small problem instances. For example, Yuan et al [54] designed a branch and pricing
algorithm for HHCRSP with stochastic service times and skill requirements, where a
column generation algorithm was designed to solve the master problem, and a labeling
algorithm with some acceleration techniques was used to solve the pricing subproblem.
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In Rasmussen et al [42], the Home Care Crew Scheduling Problem was considered a set
partitioning problem with side constraints and a branch pricing method was proposed.
Temporal dependencies were considered as a generalized precedence constraint and
enforced by branching. Cappanera and Scutellà [7] applied integer linear programming
techniques to formulate a weekly planning problem where the concept of the pattern
was introduced as a key tool to address assignment, scheduling and routing decisions
jointly. Valid inequalities and cuts were added to enhance the models. Rodriguez
et al [46] developed a two-stage stochastic programming approach to determine the
dimension of caregivers in homecare services, taking into account the uncertainty of
historical demand, the territory model and the amount of time for treatment. Carello
and Lanzarone [8] designed a cardinality-constrained robust model for the nurse-
to-patient assignment problem in HHC services. This model was easily applied to
account for the uncertain patient demands without assuming probability distributions
or deriving scenarios.

To handle large problem instances, heuristic algorithms have proved to be more
effective. Shao et al [48] proposed a parallel greedy randomized adaptive search algo-
rithm to solve the therapist routing and scheduling problem, where the first phase
constructed the daily routes for the therapists to form weekly schedules, and the sec-
ond phase employed neighborhood search to improve the solution quality further.
Mankowska et al [32] proposed an adaptive variable neighborhood search (AVNS)
algorithm for the daily planning of HHC that considered patient’s requirements, care-
giver’s qualifications and interdependencies of services. AVNS started from an initial
solution found by a greedy heuristic and jointly used eight different neighborhood
structures for solution improvement. Grenouilleau et al [21] proposed a set partition
heuristic method considering realistic constraints, which combined the set partition
formulation with the large neighborhood search framework. A column generated by
the large neighborhood search algorithm was first used to solve the linear relax-
ation problem of the set partitioning model, which was followed by a constructive
heuristic to generate integer solutions. Chen et al [9] built a bi-level programming
model for HHCRSP considering the travel time uncertainty and designed a three-
stage hybrid algorithm to solve the model. The first stage was based on the iterated
local search framework to generate high-quality routes, while the second stage itera-
tively solved a set partitioning model, and the third stage used a post-optimization
method to improve the solution further. Hiermann et al [27] designed a two-stage
approach for a real-world multimodal home-healthcare scheduling problem. In the first
stage, constraint programming techniques and a random construction procedure were
used to generate an initial solution. In the second stage, one of the four metaheuris-
tics, including variable neighborhood search, a memetic algorithm, scatter search and
simulated annealing hyper-heuristics, was selected respectively to improve the initial
solution. Fu et al [19] introduced a multi-objective artificial bee colony algorithm for
the HHCRSP with a sharing strategy among multiple HHC centers. Their approach
integrated problem-specific knowledge-based techniques for population initialization
and solution refinement, significantly augmenting the algorithm’s efficacy.

Among the various heuristic algorithms, the ALNS algorithm has been success-
fully applied to solve a wide range of routing and scheduling problems. Its capacity
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to improve solutions through iterative destroy and repair operations aligns well with
the nature of such problem. Yazır et al [52] developed an ALNS metaheuristic for
the multi-period HHCRSP that considered homogeneous electric vehicles and time
windows. The ALNS incorporated a specially designed 10-step sequential neighbor-
hood change procedure, along with five destroy and four repair operators, rendering
the algorithm robust and effective. Erdem and Koç [14] proposed a hybrid ALNS
algorithm to address the multi-depot HHCRSP considering electric vehicles and pri-
vate and public charging stations. Construction heuristic and variable neighborhood
descent-based local search procedures were integrated in the hybrid ALNS algorithm.
By combining existing heuristic mechanisms with new problem-specific procedures,
this algorithm was capable of achieving high-quality solutions.

3 Problem description
3.1 Problem definition
Given a set of patients distributed in different communities and a set of caregivers,
C-HHCRSP aims to assign highly qualified caregivers to healthcare centers, deter-
mine the patients each caregiver serves, and build the visit route of each caregiver
over a one-day planning horizon. Caregivers can be divided into general and profes-
sional ones according to their skills. Each general caregiver lives in the community
with a fixed daily working healthcare center and provides services to patients within
his/her community. In contrast, professional caregivers are qualified to provide high-
level care services and often serve as a key and scarce medical resource. Their working
healthcare centers are not fixed, requiring appropriate assignment. To guarantee the
full utilization of these essential resources and prevent over-concentration in certain
areas and shortages in others, it is vital to allow these professional caregivers to work
in different communities. This also ensures that healthcare services are delivered effi-
ciently and effectively to the patients in need. The two types of caregivers may adopt
different means of transport (e.g., car, electric bicycle). Therefore, the route costs of
the two transport modes per unit travel distance are different. Caregivers should work
within their time window and cannot start work in advance. Due to the direct impact
of overtime on caregiver satisfaction, additional costs are incurred in the objective
function when overtime occurs. Moreover, caregivers must take a lunch break at their
working healthcare center during the lunchtime window.

Each patient needs to be served exactly once a day, and these visits are divided
into three types. Type-I visits are general visits that do not require a high level of
skill and can only be performed by general caregivers with qualified skills. A certain
degree of downgrading is allowed when determining which patients should be served
by general caregivers, meaning that overqualified caregivers will perform some general
visits. Type-II visits require a high level of skill and can only be performed by pro-
fessional caregivers. Type-III visits are synchronized visits, which need a professional
caregiver and a general caregiver to serve the patients simultaneously. Each service
has a prescribed time window indicating the preferred service time. Considering that
timely healthcare service is an important factor in patient satisfaction, the objective
function will integrate penalty costs for service delays.

7



Figure 1 illustrates an example of C-HHCRSP. Squares 1–4 represent community
healthcare centers, the blue circles 1–18 are type-I visits, the yellow circles 19–21 are
type-II visits, and the green circles 22–24 are type-III visits. The routes traversed by
general and professional caregivers are represented by black and red arrows, respec-
tively. The dotted box represents the service scope of communities. Take the routes
traversed by caregivers A and D as an example. Caregiver A departs from Commu-
nity 1, performs visits 19, 22, and 20 in turn and returns to the community. Caregiver
D departs from Community 1, performs visits 4, 22, and 5 in turn and returns to the
community. Visit 22 is a synchronized visit that needs caregivers A and D to serve
the patient simultaneously.

Fig. 1 An example of the C-HHCRSP

3.2 Problem formulation
We model C-HHCRSP on a digraph G = (V,A). V = VD ∪ VC is the set of ver-
tices, where VD = {1, . . . , |VD|} denotes the set of community healthcare centers and
VC = {|VD| + 1, . . . , |VD| + |VC |} denotes the set of patients. A = {(i, j) | i, j ∈
VD ∪ VC , (i, j) /∈ VD × VD} is the set of arcs connecting community healthcare cen-
ters and patients. Let dij denote the travel distance of edge (i, j) ∈ A, and dij = dji.
We consider a set of patients P , where each patient i ∈ P requires a daily visit. Each
visit is characterized by a soft time window [SDLi, SDUi], a service duration Di and
a required skill level qRi . QN is the required skill level threshold, where type-I visits
are those with qRi ≤ QN and type-II visits are those with qRi > QN . Let K be the set
of caregivers needed to complete the services. For each caregiver k ∈ K, a skill level
qk is specified, in addition to a working time window [WLk,WUk], a lunch break time
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window [LLk, LUk] and a lunch break duration tLun
k . The sets of professional and gen-

eral caregivers are denoted by K1 and K2, respectively. Each caregiver departs from
his/her working healthcare center and returns to it after performing all visits. The
objective is to determine the set of patients each caregiver serves and the correspond-
ing visiting route. For professional caregivers, we should assign them to appropriate
healthcare centers as well. A mixed integer programming (MIP) model is formulated,
and the notation used in the model is summarized in Table 2.

Table 2 Notation

Sets and parameters

V Set of vertices, V = VD∪VC . VD The set of community healthcare centers, where
each healthcare center h is represented by hf and hs, hf denotes the origin and
hs denotes the destination; VC The patient set, VC = ∪h∈VD

V h
C

V h
C The patient set within the service scope of community healthcare center h

P syn The set of synchronized visits, a patient who requires synchronized visits can be
seen as two identical patients i, j ∈ VC , there is (i, j) ∈ P syn

K The set of caregivers, K = K1 ∪ K2, K1 The set of professional caregivers, K2

The set of general caregivers, K2 = ∪h∈VD
Kh

2

Kh
2 The set of general caregivers working in the community h

tij The travel time between vertex i and j, where i, j ∈ V
dij The travel distance between vertex i and j, where i, j ∈ V
ξ1, ξ2 The unit travel cost coefficient of professional and general caregivers
Di The service duration of visit required by patient i ∈ VC

qRi The skill level of visit required by patient i ∈ VC

qk The skill level of caregiver k ∈ K
QN The skill level threshold to distinguish type-I and type-II visits
[SDLi, SDUi] The soft time window of visit required by patient i ∈ VC

[WLk,WUk] The working time window of caregiver k ∈ K
[LLk, LUk] The lunchtime window of caregiver k ∈ K
tLun
k The lunch break duration of caregiver k ∈ K
Cp The unit penalty cost of delays for visits
Cg The unit penalty cost of overtime for caregivers

Decision variables

xk
ij Binary variable that is 1 if caregiver k travels from i to j, 0 otherwise

zkij Binary variable that is 1 if caregiver k takes the lunch break after serving patient
i and before traveling to patent j, 0 otherwise

ykh Binary variable that is 1 if professional caregiver k is assigned to community h,
0 otherwise

tski Starting time when caregiver k works at vertex i
ui Delay of serving patient i
ok Overtime performed by caregiver k

max f = α
∑
i∈V

∑
j∈V

dij

(∑
k∈K1

xk
ijξ1 +

∑
k∈K2

xk
ijξ2

)
+ βCp

∑
i∈VC

ui + γCg
∑
k∈K

ok (1)

s.t.
∑
j∈V h

C

xk
hf j =

∑
j∈V h

C

xk
jhs = 1 ∀h ∈ VD, k ∈ Kh

2 (2)
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∑
h∈VD

(ykhf + ykhs) = 2 ∀k ∈ K1 (3)

ykhf = ykhs ∀h ∈ VD, k ∈ K1 (4)∑
j∈VC

xk
hf j =

∑
j∈VC

xk
jhs = ykhf ∀h ∈ VD, k ∈ K1 (5)

∑
j∈V

xk
ij =

∑
j∈V

xk
ji ∀i ∈ VC , k ∈ K (6)

∑
j∈V h

C∪h

∑
k∈Kh

2

xk
ij = 1 ∀h ∈ VD, i ∈ V h

C |qRi ≤ QN (7)

∑
j∈V

∑
k∈K1

xk
ij = 1 ∀i ∈ VC |qRi > QN (8)

SDLi

∑
j∈V

xk
ij ≤ tski ≤ SDUi + ui + (1−

∑
j∈V

xk
ij)M ∀i ∈ VC , k ∈ K (9)

tski +Di + tij + (xk
ij − 1)M ≤ tskj ∀i, j ∈ V, k ∈ K (10)

qRi ≤
∑
j∈V

∑
k∈K2

xk
ijqk ∀i ∈ VC |qRi ≤ QN (11)

1 + qRi ≥
∑
j∈V

∑
k∈K2

xk
ijqk ∀i ∈ VC |qRi ≤ QN (12)

tski ≥ WLk

∑
j∈V

xk
ij ∀i ∈ VC , k ∈ K (13)

tski +Di ≤ WUk + ok + (1−
∑
j∈V

xk
ij)M ∀i ∈ VC , k ∈ K (14)

WLk ≤ tskhf ≤ tskhs ≤ WUk + oK ∀h ∈ VD, k ∈ Kh
2 (15)

(ykhf )WLk ≤ tskhf ≤ tskhs ≤ (ykhf )WUk + oK ∀h ∈ VD, k ∈ K1 (16)∑
i∈V h

C∪h

∑
j∈V h

C∪h

zkij = 1 ∀h ∈ VD, k ∈ Kh
2 (17)

∑
i∈V

∑
j∈V

zkij = 1 ∀k ∈ K1 (18)

zkij ≤ xk
ij ∀k ∈ K, i, j ∈ V (19)

tskj ≥ tski +Di + tihs + tLun
k + thf j +M(zkij − 1) ∀h ∈ VD, k ∈ Kh

2 , i, j ∈ V h
C ∪ h

(20)
tskj ≥ tski +Di + tihs + tLun

k + thf j +M(zkij + ykhf − 2) ∀h ∈ VD, k ∈ K1, i, j ∈ VC ∪ h

(21)

tski +Di + tihs ≥ LLk +M(
∑

j∈V h
C∪h

zkij − 1) ∀h ∈ VD, k ∈ Kh
2 , i ∈ V h

C ∪ h (22)
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tski +Di + tihs ≤ LUk − tLun
k +M(1−

∑
j∈V h

C∪h

zkij) ∀h ∈ VD, k ∈ Kh
2 , i ∈ V h

C ∪ h

(23)

tski +Di + tihs ≥ LLk +M(ykhf +
∑

j∈VC∪h

zkij − 2) ∀h ∈ VD, k ∈ K1, i ∈ VC ∪ h

(24)

tski +Di + tihs ≤ LUk − tLun
k +M(2− ykhf −

∑
j∈VC∪h

zkij) ∀h ∈ VD, k ∈ K1, i ∈ VC ∪ h

(25)∑
k∈K

tski =
∑
k∈K

tskj ∀(i, j) ∈ P syn (26)∑
m∈V

∑
k∈K1

xk
im =

∑
n∈V

∑
l∈K2

xl
jn = 1 ∀(i, j) ∈ P syn (27)

ykh ∈ {0, 1} ∀h ∈ VD, k ∈ K1 (28)
xk
ij ∈ {0, 1} ∀i, j ∈ V, k ∈ K (29)
tski ≥ 0 ∀i ∈ V, k ∈ K (30)

ui ≥ 0 ∀i ∈ VC (31)
ok ≥ 0 ∀k ∈ K (32)

The objective function (1) is to minimize the total weighted cost, including travel costs,
penalty costs for deviations from preferred visit times and overtime costs. Constraint
(2) ensures that general caregivers depart from and return to their working healthcare
center after visiting all the assigned patients. Constraints (3) and (4) require that
each professional caregiver is assigned to one healthcare center per day. Constraint (5)
ensures that professional caregivers depart from and return to their working healthcare
center after visiting all the assigned patients. Constraints (6) state that the flow
conservation balance, meaning that a caregiver should leave a patient after the service.
Constraints (7) ensure that general caregivers can perform general visits within the
same community. Constraints (8) ensure that each type-II visit should be served by
a professional caregiver once. Constraints (9) indicate the upper soft time window
violations of each visit. Constraints (10) ensure that the travel time of caregivers
between two consecutive visits must be respected. Constraints (11) and (12) indicate
that general visits can only be performed by general caregivers with qualified skill
levels, where degraded service with a maximum deviation of 1 is allowed. Constraints
(13)–(16) indicate that each caregiver should work within the given time window, and
overtime is possible. Constraints (17)–(19) enforce that each caregiver needs to have
a lunch break. Constraints (20) and (21) ensure that caregivers have enough time to
take a lunch break at healthcare center after finishing visit i, and then continue to
perform visit j. Constraints (22) and (24) indicate that each caregiver’s lunch break
must start within the prescribed lunchtime window. Constraints (23) and (25) ensure
that caregivers must finish their lunch break strictly during the lunchtime window.
Constraints (26) and (27) ensure that the synchronized visits must be served by a
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general caregiver and a professional caregiver simultaneously. Constraints (28)–(32)
define the domains of the decision variables.

Figure 2 illustrates a C-HHCRSP with 2 healthcare centers, 3 caregivers and 12
patients. The three tables present the input data for the instance, with symbols corre-
sponding to the definitions provided in Table 2. For example, the caregiver with ID 3
is a professional caregiver with an unassigned working center, skill level of 5, working
time window of [0, 1200], lunchtime window of [400, 600], and lunch break duration
of 30. Patient with ID 5 belongs to healthcare center 1, requiring a skill level of 5,
indicating synchronized visits. The service time window is [510.30, 552.25], with a
duration of 63.24. The optimal solution determines the working center for each profes-
sional caregiver, the set of patients served by each caregiver, and their corresponding
visiting route. The optimal objective function value is f = 328.28. Circles 1–12 rep-
resent the visits required by patients, with the numbers in square brackets above the
circle representing the start service time for each visit. Squares 1–2 represent com-
munity healthcare centers. Since visit 5 is a synchronized visit, both the professional
caregiver and general caregiver 1 should serve it simultaneously.

Fig. 2 An example of the C-HHCRSP with parameters and optimal solution
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To the best of our knowledge, few studies have considered such a complex prob-
lem. While both our work and the HHCRSPsynLB proposed by Liu et al [31] address
routing and scheduling challenges in the home health care domain, several significant
distinctions exist in the specific constraints considered. First, in HHCRSPsynLB, only
one healthcare center is accounted for, allowing caregivers to return to the same center
after serving patients. In contrast, C-HHCRSP considers multiple healthcare centers
and categorizes caregivers into general and professional classes. Professional caregivers
are mandated to depart from and return to specific centers, while general caregivers
serve within their designated communities. Second, in HHCRSPsynLB, caregivers take
lunch breaks at patient locations. Conversely, C-HHCRSP mandates lunch breaks at
working healthcare centers. Third, while both models incorporate synchronized vis-
its, C-HHCRSP specifies that such visits must involve a professional and a qualified
general caregiver simultaneously. Finally, C-HHCRSP introduces a maximum devia-
tion constraint to mitigate overqualified service, promoting resource efficiency. Time
windows in C-HHCRSP are treated as soft constraints, allowing service delay with
penalty costs, whereas HHCRSPsynLB treats them as hard constraints.

4 Solution method
In this section, we first present a two-stage greedy insertion algorithm to obtain an
initial solution based on the characteristics of the problem. Then, we develop an
ALNS algorithm that includes well-designed destroy and repair operators to obtain
local optimal solutions. Two post-optimization techniques are proposed to improve
the solution obtained by ALNS. By combining the ALNS algorithm with the post-
optimization techniques, we obtain the algorithms ALNS-HS and ALNS-SP.

4.1 Main scheme
ALNS is a powerful meta-heuristic that improves solutions by iteratively performing
destroy and repair operations and has been used to effectively solve various traffic
and scheduling problems [22, 29, 34]. The ALNS algorithm can achieve high-quality
and feasible solutions within a reasonable computational time by incorporating local
search operators. Additionally, employing post-optimization techniques that maintain
the majority of the solution’s structure while making minor adjustments can effectively
enhance the algorithm’s performance. Thus, we integrate the ALNS algorithm with
post-optimization techniques for effectively solving C-HHCRSP.

Algorithm 1 presents the proposed algorithms. First, a two-stage greedy insertion
procedure generates an initial solution s (Line 1). Then, a destroy operator O− is
selected from the set of destroy operators D based on the current scores SC (Line
4). Afterward, a repair operator O+ is selected from the set of professional caregiver
precedence based repair operators RC if the number of non-improvement iterations
t is no more than tmax (Lines 5–6) and from the set of general caregiver precedence
based repair operators RN (Lines 7–8) otherwise. The selected destroy and repair
operators are successively performed on the current solution s to obtain the next
solution s′ (Line 10). Furthermore, a local search procedure is triggered to obtain
the local optimum s′′ (Line 11). If the objective value f(s′′) is better than f(s), s′′
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is accepted as the new current solution. Meanwhile, the operators’ scores SC are
updated based on their performance at each iteration (Line 17). The ALNS algorithm
is terminated when a maximum number of iterations itermax is reached. Finally, the
post-optimization techniques are applied to derive solution s∗ from the solution s
produced by ALNS (Line 19). According to whether the objective value f(s∗) is better
than f(s), sbest is updated by either s∗ or s (Lines 20–24). The algorithm eventually
returns the best solution sbest (Line 25). It’s worth noting that the algorithm’s ability
to strike a balance between exploration and exploitation is facilitated by the various
operators developed in both the destroy and repair phases, alongside an adaptive
selection mechanism. The flow chart of the main scheme is depicted in Figure 3.

Algorithm 1 ALNS integrated with post-optimization techniques.
Input: a given problem instance NP
Output: best solution sbest

1: s ← Two-StageGreedyInsertion(NP )
2: t ← 0, initialize the scores SC
3: for iter = 1 to itermax do
4: O− ← SelectDestroyOperator(D, SC)
5: if t < tmax then
6: O+ ← SelectRepairOperator(RC , SC)
7: else
8: O+ ← SelectRepairOperator(RN , SC)
9: end if

10: s′ ← PerformOperator(s, O−, O+)
11: s′′ ← LocalSearch(s′)
12: if f(s′′) < f(s) then
13: s ← s′′

14: else
15: t ← t+1
16: end if
17: Update the scores SC
18: end for
19: s∗ ← Post-Optimize(s)
20: if f(s∗) < f(s) then
21: sbest ← s∗

22: else
23: sbest ← s
24: end if
25: return sbest

4.2 Initial solution
The synchronization constraints are difficult to handle since any change in the schedul-
ing of a single caregiver may affect the start time of the service. The classic greedy
insertion (GI) algorithm ignores the interdependence among different routes, leading
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Fig. 3 The flow chat of main scheme

to infeasible solutions in preliminary tests. Therefore, we propose a two-stage collab-
orative scheduling strategy to address the synchronization constraints. The basic idea
is that one of the caregivers starts the synchronized visit at a certain time, and the
other caregiver strictly follows this time. Based on this idea, we propose a two-stage
greedy insertion (TS-GI) procedure where the professional caregivers get precedence
is developed to construct the initial solution. Algorithm 2 outlines the framework of
the initial construction phase.

Algorithm 2 TS-GI structure.
Input: the set of patient’s visits V ; the set of caregivers K; related parameters of instance
Output: initial solution s

1: //First stage: schedule professional caregivers
2: for k = 1 to |K| do
3: Assign an empty route for each caregiver
4: Determine the healthcare center for each professional caregiver to work
5: end for
6: Generate the set of all visits requiring professional caregivers V isPoolPro ∈ V
7: Determine the insertion order of visits in V isPoolPro
8: Initialize the set of synchronized visit’s service time ServiceT imeOfSynD
9: for i = 1 to |V isPoolPro| do

10: Insert i at the end of such a route that minimizes the distance
11: Update ServiceT imeOfSynD
12: end for
13: //Second stage: schedule general caregivers
14: Generate the set of general and synchronized visits V isPoolGenSyn from V
15: Determine the insertion order of visits in V isPoolGenSyn
16: for i = 1 to |V isPoolGenSyn| do
17: Insert i at the best position of route that minimizes the variation in distance
18: end for
19: return s
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In the first stage, each caregiver’s route is initialized to be empty (Line 3). We sort
the healthcare centers in non-increasing order by the total number of patients requiring
type-II and type-III visits within their respective communities. Then, the professional
caregivers are sequentially assigned to the ordered healthcare centers (Line 4), aiming
to reduce the number of cross-community services. Following this, we start to build
the professional caregivers’ routes. We sort the patients requiring type-II and type-
III visits in non-decreasing order of their time windows and use this as the insertion
order (Lines 6–7). For each patient, we insert the required visit at the end of such a
route that minimizes the distance variation (Line 10). Each time a patient is inserted,
the service time for synchronized visits is updated (Line 11).

In the second stage, we consider the type-I visits by sorting them in non-decreasing
order of the visit time windows. Meanwhile, we sort the type-III visits in non-
decreasing order of their start service time, which was determined in the first stage.
To preserve feasibility, we require that the insertion order of the type-I visits is ahead
of the type-III visits (Lines 14–15). Next, we insert these visits into the general care-
giver’s routes with the lowest distance variation (Line 17). When a synchronized visit
is inserted, the general caregiver cannot arrive after the service time determined in
the first stage. If general caregivers arrive in advance, they need to wait for profes-
sional caregivers. We acknowledge that in some cases, general caregivers may need to
work overtime to accommodate all visits while ensuring synchronization.

4.3 Destroy operators
Three classic destroy operators used in [25] are adopted to remove patients from the
current solution and put them into the patient pool. These destroy operators are
called Random Removal, Related Removal, and Worst Removal.
• Random Removal. This operator randomly selects q patients and removes them from

the current routes.
• Related Removal. This operator randomly selects a patient from the solution as a

seed patient and finds the q − 1 patients closest to the seed patient. Remove the q
patients from the current routes.

• Worst Removal. First, we calculates the removal gain of all the patients, defined as
the difference between the objective with and without the patient in the solution.
The q patients with the highest removal gains are removed from the current routes.

Based on the problem features of C-HHCRSP, we also design multiple new
destroy operators that specially consider the synchronized visits for patients and the
assignment of working healthcare centers for professional caregivers.
• Synchronized Removal. This operator randomly chooses q patients who require

synchronized visits in the solution and removes them from the current routes.
• Healthcare Center Switch. This operator randomly selects m professional care-

givers and assigns another healthcare center as the working place for each of them.
Meanwhile, the patients assigned to these caregivers are removed and the traversed
routes become empty.
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• Healthcare Center Close. Out of all the healthcare centers where professional
caregivers work, one of them is randomly selected to close. All the professional
caregivers who work in this healthcare center, along with the assigned patients, are
removed, and their routes become empty. Then, this operator chooses the healthcare
center closest to the closed one as the working place for those removed professional
caregivers.

4.4 Repair operators
4.4.1 Lunch break strategy
To evaluate the solution quality, we need to calculate the route cost of each caregiver in
the solution. When the assigned patients and the order of route are determined for each
caregiver, different lunch start times will have a major impact on the route cost. Since
the lunch breaks should start before the caregivers begin serving a patient or after
they finish some service, we need to set a visit in the route as the departure position
before the lunch breaks start. Note that when the caregivers choose a community
healthcare center as their departure position, they will start working after the lunch
break. To determine the start time of lunch breaks, we propose two complementary
strategies, namely the First Lunch Break (FLB) and the Best Lunch Break (BLB).

For the FLB strategy, if the time the caregivers return to their working center after
finishing some visits is within the lunch break window, the first such visit is selected
as the departure position before the lunch break. For the BLB strategy, the caregiver
will select a visit position that yields the minimum route cost among all such visit
positions. More precisely, for caregiver k working in the community healthcare center
hs, and the time he starts to serve patient i is tski . Let tski +Di+ tihs denote the time
when the caregiver k returns to the healthcare center after finishing the visit i. When
the condition LLk ≤ tski +Di + tihs ≤ LUk − tLun

k stands, the visit position i satisfies
the required time window of lunch break. Note that the FLB strategy can determine
the start time of lunch breaks in a short time, while the BLB strategy ensures the
best lunch break time.

4.4.2 Professional caregiver precedence based repair operators
The proposed ALNS algorithm employs two precedence-based repair operators
for professional caregivers to reinsert removed patients into the destroyed solu-
tion: Professional-General Best Insertion and Professional-General Randomized Best
Insertion.
• Professional-General Best Insertion. This operator adopts the same princi-

ple as TS-GI when dealing with synchronized visits. Therefore, the repair process
performs the insertion of patients requiring type-II and type-III visits to the profes-
sional caregiver’s route first and then the insertion of patients requiring type-I and
type-III visits to the general caregiver’s route. All the removed type-II and type-III
visits are selected in random order and reinserted into such a feasible position that
generates minimum insertion costs. The insertion cost is calculated by the objec-
tive variation. Each time such a visit is successfully inserted, the start service time
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of synchronized visits in the corresponding route is updated and regarded as their
benchmark service time. In the next step, the removed type-I visits are considered
randomly, while the type-III visits are sorted in non-decreasing order according to
their start service time. We insert the type-I and type-III visits successively into the
feasible position with the minimum insertion cost on the general caregivers’ route.
Once the synchronized visits are inserted, their benchmark time should be strictly
followed. To determine the start time of caregivers’ lunch breaks quickly, the FLB
strategy is adopted each time a visit is inserted into the route, just as the strategy
adopted by TS-GI.

• Professional-General Randomized Best Insertion. This operator is similar to
Professional-General Best Insertion, except that the insertion cost is calculated
by multiplying a random factor p ∈ [0.8, 1.2] to increase randomness. Adding a
perturbation mechanism helps the algorithm explore a broader solution space and
improve the diversity of solutions.

Figure 4 illustrates the repair process of these two operators. The destroyed solu-
tion in Figure 4 requires the reinsertion of five type-I visits, one type-II visit, and
one type-III visit into the route served by professional caregiver A, as well as general
caregivers B and C. According to the two-stage collaborative strategy, professional
caregivers should get precedence on synchronized visits. Thus, in the first stage, visits
12 and 14 are inserted into the feasible position on Caregiver A’s route with minimum
insertion costs. In the second stage, considering that general caregivers are limited to
serving patients within their respective communities, visits 1, 2 and 5 are inserted into
Caregiver B’s route, while visits 6, 10 and 14 are inserted into Caregiver C’s route.
These insertions are also performed at feasible positions with minimum insertion costs.

Fig. 4 Illustration of the professional caregiver precedence based repair operators
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4.4.3 General caregiver precedence based repair operators
Recall that both the initial solution construction and the repair operators adopted the
principle of first scheduling the professional caregivers when dealing with synchroniza-
tion constraints, i.e., the start times of all the synchronized visits are always based on
the arrival time of professional caregivers. If general caregivers arrive in advance, they
need to wait. However, in some cases, long waiting times may lead to a situation in
which the general caregivers cannot perform other visits after the synchronized visits,
resulting in a high penalty cost for service delay. Thus, we propose two complemen-
tary repair operators that determine the start time of some synchronized visits based
on general caregivers.
• General-Professional Best Insertion#1. The main difference with the

Professional-General Best Insertion is that this operator inserts the patients who
require type-I and type-III visits to the general caregiver’s route first and then the
patients who require type-II and type-III visits to the professional caregiver’s route.
This idea is beneficial to adjust the service time on certain synchronized visits to
reduce the waiting time of general caregivers.

• General-Professional Best Insertion#2. This operator is derived from the
General-Professional Best Insertion#1 by replacing the FLB strategy with the BLB
strategy. While the FLB strategy can be used to compute the lunch times quickly, it
may generate solutions of low quality. In contrast, the BLB strategy may find better
lunch times for the caregivers but at the cost of extra computational efforts. With
this operator, the algorithm can give a satisfying trade-off between computational
time and solution quality.

4.5 Local search
A local search procedure is performed to optimize the solution obtained after per-
forming a pair of destroy and repair operations. We adopt the swap(1,1) operator that
exchanges two patients on the same routes, considering the difficulty of finding a fea-
sible swap move that satisfies all the complex constraints of C-HHCRSP. In addition,
the swap move operates only on two adjacent patients. This is based on the fact that
a huge penalty cost of delays and increased waiting time of caregivers will occur if the
time windows of the swapped patients are quite different.

4.6 Adaptive selection mechanism
The adaptive selection mechanism is designed to select the destroy/repair operators
in each iteration efficiently. This mechanism embodies the principles of adaptivity
and learning, where the performance of each operator influences its future selection
probability. Initially, all operators are assigned with the same score SCi. If a new
global best solution is found by operator i, SCi is increased by ξ. To implement this
adaptive mechanism, the roulette wheel principle is used for operator selection. Each
operator is metaphorically represented as a segment of a roulette wheel, with the size
of the segment proportional to its score. As a result, the operator getting a higher
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score has a higher probability of being selected. The probability of selecting opera-
tor i, pi, is calculated as pi = SCi/

∑n
m=1 SCm, where n represents the total number

of destroy/repair operators. In addition, it is crucial to adjust the precedence of dif-
ferent caregivers to improve the effectiveness of collaborative work on synchronized
visits. Hence, the repair procedure begins by selecting an operator from the set of
professional caregiver precedence based repair operators. After tmax iterations with-
out improvement, the ALNS algorithm is supposed to be trapped in a local optimum.
Then, we switch to use the general caregiver precedence based repair operators.

4.7 Post-optimization techniques
Upon the termination of the ALNS algorithm, two post-optimization techniques are
applied to further enhance its performance: a heuristic strategy (HS) and a set par-
titioning (SP) model. The former involves a single-solution heuristic that refines the
best solution derived from ALNS. Conversely, the latter amalgamates the high-quality
solutions obtained during ALNS’s search procedure to produce an improved solution.

4.7.1 Heuristic strategy
The proposed heuristic strategy, detailed in Algorithm 3, includes collaborative and
workplace optimization. The collaborative optimization procedure is developed for
synchronization constraints, which keeps the position of synchronized visits on the pro-
fessional caregiver’s route fixed and only adjusts their position on the current general
caregiver’s route. First, the patient who requires synchronized visits in V isPooSyn
is removed from the general caregiver’s route, and the removal gain RG is calculated
(Lines 4). When inserting the synchronized visits back, the start service time of these
visits may change, impacting their time on the professional caregiver’s route. Thus,
the total insertion cost TC of the removed synchronized visits needs to consider both
the insertion cost IC on the general caregiver’s route and the cost change CC on
the professional caregiver’s route (Line 7). Finally, the removed synchronized visit is
inserted into the feasible position with the lowest total insertion cost (Lines 8–13).

The workplace optimization aims to dispatch professional caregivers to the most
appropriate healthcare center. This method keeps all professional caregiver’s assigned
patients and visiting orders fixed and only changes their workplace. For each profes-
sional caregiver in ProK, we traverse all the healthcare centers (Lines 15–17). Since
changing the caregiver’s workplace affects the start time of service, especially on syn-
chronized visits, it is necessary to ensure that the current solution is still feasible
on each route. The caregiver’s workplace is updated when the cost of the resulting
solution can be reduced (Lines 18–19).

4.7.2 Set partitioning model
In this section, we present the set partitioning based post-optimization technique.
The idea is to maintain a set of high-quality routes found during the ALNS procedure
and choose the best route for each caregiver by a set partitioning model to discover a
better solution. Specifically, each time ALNS finds an improved solution s, we add it
to the set S. Let cks be the route cost of caregiver k in solution s. The parameter gkis
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Algorithm 3 Heuristic strategy.
1: Create the set V isPooSyn of synchronized visit and ProK of professional caregiver
2: for i = 1 to |V isPooSyn| do
3: Find the professional route RouPi and general route RouGi which serve the patient i
4: Remove i from route RouGi and calculate RG
5: TC ← 0
6: repeat
7: Calculate IC on route RouGi and CC on route RouPi

8: if RG+IC+CC <TC then
9: TC ← RG+IC+CC

10: Update the best insertion position
11: end if
12: until the end of route RouGi

13: Insert i at the best position of route RouGi

14: end for
15: for k = 1 to |ProK| do
16: for All the healthcare center do
17: Select the current healthcare center as workplace for caregiver k
18: if Solution is feasible and its total cost is reduced then
19: Update caregiver’s workplace
20: end if
21: end for
22: end for

is assigned to 1 if caregiver k serves the patient i in solution s, and 0 otherwise. We
use wk

s to denote the binary decision variable, which equals 1 if the route of caregiver
k in solution s is selected and 0 otherwise. Then, a problem-specific set partitioning
model can be formulated as follows.

min f =
∑
k∈K

∑
s∈S

cksw
k
s (33)

s.t.
∑
s∈S

wk
s = 1 ∀k ∈ K (34)∑

k∈K

∑
s∈S

gkisw
k
s = 1 ∀i ∈ Vc (35)∑

k∈K1

gkisw
k
s =

∑
l∈K2

gljsw
l
s ∀(i, j) ∈ P syn, s ∈ S (36)

wk
s ∈ {0, 1} ∀k ∈ K, s ∈ S (37)

The objective (33) minimizes the total cost of routes, including the traveling cost,
the penalty of delays and the caregivers’ overtime. In other words, the objectives of
the SP model and the model described in Section 3.2 are identical. Constraint (34)
indicates that the route of each caregiver can only be selected from one solution.
Constraint (35) ensures that each patient is served exactly once. Constraint (36)
indicates that each synchronized visit must be served by a professional caregiver and
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a general caregiver simultaneously. Therefore, the routes of corresponding caregivers
should be selected from the same solution. Constraint (37) defines the domains of the
variable.

5 Computational results
The proposed algorithm is implemented in C++. The MIP and SP models are solved
using CPLEX 12.9 with a single thread. All experiments are conducted on a server
cluster with dual Intel® Xeon® Gold 6226R processors and 256 GB RAM on each
node.

5.1 Instance generation
Since no benchmarks exist for C-HHCRSP, we generate instances by referring to the
literature and real-life data. As C-HHCRSP can be regarded as a variant of the multi-
depot heterogeneous vehicle routing problems with time windows, we refer to the
setting of the locations of patients and depots, service duration and time windows
from the literature. Specifically, patient locations are generated using both random
uniform distribution (r) and a clustered-based method (c), following the methodologies
outlined by Solomon [50], while healthcare center locations are set based on the works
of Gillett and Johnson [20] and Cordeau et al [10]. We consider two types of time
windows: narrow (n) and medium (m), with the width of narrow time windows being
half of the corresponding medium time windows, as described by [11]. The center
of each patient’s time window is randomly selected from the interval [50, 1200], and
half of its width is generated as a normally distributed number. The lunch duration,
lunchtime window, the proportion of synchronized visits and parameters relevant to
the caregivers are generated by referring to Liu et al [31]. In particular, the lunchtime
window is set to [400, 600], and the lunch duration is 30. Considering the shortage
of caregivers and the imbalance between supply and demand in real life, the number
of caregivers is set to meet the demands or even necessitate some caregivers to work
overtime to perform all the visits.

We generate nine groups of instances whose characteristics are summarized in
Table 3. Column S represents the number of healthcare centers, and n denotes the
number of patients situated in each center. N represents the total number of patients,
N1 denotes the number of patients who require type-II and type-III visits, and syn
denotes the number of synchronized visits. k1, k2, and K denote the number of
professional caregivers, general caregivers in each center and the total caregivers,
respectively. t represents the type of time window, and L represents the location dis-
tribution. The other common parameters for the instances, as given in Table 4, are set
based on intensive field research with a tertiary hospital in China. We generated 104
instances in total and denoted each one by InsS_n_syn_L_t. These instances can be
downloaded from https://github.com/nwpu-orms/C-HHCRSP. We divide them into
small, medium, large and huge instance sets according to the number of healthcare
centers.
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Table 3 Characteristics of each group

Size Group S n N N1 syn k1 k2 K t L

small 1 2 6 12 3 1,2 1 1 3 n/m r/c
2 2 12 24 6 1,2,4 1 2 5 n/m r/c

medium 3 4 12 48 12 3,5,9 2 2 10 n/m r/c
4 4 25 100 25 6,10,20 4 3 16 n/m r/c
5 4 50 200 50 12,20,40 8 6 32 n/m r/c

large 6 6 25 150 36 9,15,30 6 3 24 n/m r/c
7 6 50 300 75 18,30,60 12 6 48 n/m r/c

huge 8 8 25 200 50 12,20,40 8 3 32 n/m r/c
9 8 50 400 100 24,40,80 16 6 64 n/m r/c

Table 4 The values of relevant parameters

Parameter Description Value

Cp The unit penalty cost of delays for visits 10.00
Cg The unit penalty cost of overtime for caregivers 10.00
α The weight coefficient of route cost 0.40
β The weight coefficient of penalty cost about delays 0.30
γ The weight coefficient of penalty cost about overtime 0.30
ξ1 The unit travel cost coefficient of professional caregivers 2.00
ξ2 The unit travel cost coefficient of general caregivers 1.00

5.2 Parameter settings of ALNS
We employ the strategy proposed by Ropke and Pisinger [47] to determine the
algorithm’s parameters. Firstly, the initial values of all parameters are set through
empirical observation. When tuning each parameter, we keep the values of other
parameters unchanged. The algorithm was given five independent runs on small
instances, and the parameter configuration with the best average results was selected.
Table 5 displays the parameter values used in ALNS, where N and syn are
instance-dependent parameters as given in Table 3.

Table 5 The values of relevant parameters in ALNS

Parameter Description Value

itermax Maximum number of iterations 30000
tmax Maximum number of non-improvement iterations 10000
qRan The number of removed patients in Random Removal 0.2×N
qRel The number of removed patients in Related Removal 0.3×N
qWor The number of removed patients in Worst Removal 0.6×N
qSyn The number of removed patients in Synchronized Removal syn
SCi The initial score of each operator 100
ξ Score increment in each iteration 10
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5.3 Computational results and analysis
To evaluate the performance of the adaptive large neighborhood search algorithm inte-
grated with the post-optimization techniques, this section conducts a comprehensive
test based on the experimental instances designed in Section 5.1. Due to C-HHCRSP’s
NP-hardness, CPLEX can only solve the MIP model on small and medium instances.
Therefore, we first analyze the performance of ALNS-HS by comparing it with the
CPLEX solver. Then, we compare ALNS-HS and ALNS-SP with the classic LNS on
larger instances. Furthermore, we discuss the effectiveness of the two post-optimization
techniques, the scheduling of lunch breaks, and the proposed destroy/repair operators.
Finally, a convergence analysis of ALNS and LNS is provided.

5.3.1 Comparison between ALNS-HS and CPLEX
We first compare ALNS-HS with CPLEX. The computational results are summarized
in Table 6. For each instance, the detailed results of CPLEX and ALNS are pre-
sented. Columns Obj and LB give the best objective value and lower bound found by
CPLEX within the time limit, respectively. If Obj equals LB, the solution is optimal,
and the objective value is marked with an asterisk. Column Time (s) displays the
computational time in seconds, and its maximum execution time is 3600 seconds. For
ALNS-HS, columns Best and Avg present the best objective value and the average
objective value found over five runs, respectively, and column AvgTime (s) shows the
average running time of five runs. Column Gap presents the gap between Best and
Obj, which is computed by (Best − Obj)/ Obj. The best-found results are highlighted
in boldface for each instance.

Table 6 shows that CPLEX can find optimal solutions quickly for small instances.
As for medium instances, CPLEX cannot optimally solve all the instances with 4
healthcare centers and 12 patients per center within the given time limit. In contrast,
ALNS-HS can obtain competitive solutions within a relatively short time. More specif-
ically, CPLEX and ALNS-HS obtain the same objective values for 22 instances; for
the remaining ten instances, CPLEX gives slightly better solutions for five instances,
and ALNS-HS significantly outperforms CPLEX for the other five instances with gaps
up to 12%.

5.3.2 Comparison between ALNS-HS, ALNS-SP and LNS
We compare the performance of our ALNS-HS and ALNS-SP algorithms with the
classic LNS using the instances in Groups 4–9. The LNS algorithm was implemented
using the destroy operators described in Section 4.3 and the repair operators described
in Section 4.4.2, where each iteration sequentially selects the operators. In addition,
the post-optimization process is not included in LNS.

Tables 7–9 report the computational results on medium, large and huge instances,
respectively. These tables are organized similarly as Table 6. For convenience, we
present the number of best solutions obtained by each algorithm in Figure 5. Both
ALNS-HS and ALNS-SP significantly outperform LNS in terms of solution quality.
For medium instances, ALNS-HS finds 21 better solutions, while ALNS-SP finds 19,
with 16 ties. In contrast, LNS can not find even one better solution when compared
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Table 6 Results for the small and some medium instances between CPLEX and ALNS-HS

Instance
CPLEX ALNS-HS

GapObj LB Time (s) Best Avg AvgTime (s)

Ins2_6_1_c_m 392.48∗ 392.48 0.10 392.48∗ 392.48 3.38 -
Ins2_6_1_c_n 161.88∗ 161.88 0.06 161.88∗ 161.88 3.38 -
Ins2_6_1_r_m 1194.52∗ 1194.52 0.16 1194.52∗ 1194.52 3.05 -
Ins2_6_1_r_n 1872.88∗ 1872.88 0.09 1872.88∗ 1872.88 3.35 -
Ins2_6_2_c_m 328.28∗ 328.28 0.10 328.28∗ 328.28 3.38 -
Ins2_6_2_c_n 188.73∗ 188.73 0.11 188.73∗ 188.73 3.02 -
Ins2_6_2_r_m 1132.05∗ 1132.05 0.10 1132.05∗ 1132.05 3.25 -
Ins2_6_2_r_n 1959.78∗ 1959.78 0.25 1959.78∗ 1959.78 3.30 -
Ins2_12_1_c_m 99.30∗ 99.30 0.72 99.30∗ 99.30 11.39 -
Ins2_12_1_c_n 1032.09∗ 1032.09 1.88 1032.09∗ 1032.09 11.17 -
Ins2_12_1_r_m 2167.54∗ 2167.54 3.12 2180.37 2180.37 9.16 0.59%
Ins2_12_1_r_n 1359.67∗ 1359.67 0.97 1359.67∗ 1359.67 10.53 -
Ins2_12_2_c_m 649.07∗ 649.07 1.71 649.07∗ 649.07 11.42 -
Ins2_12_2_c_n 526.66∗ 526.66 1.01 526.66∗ 526.66 10.30 -
Ins2_12_2_r_m 1489.49∗ 1489.49 1.13 1489.49∗ 1489.49 10.85 -
Ins2_12_2_r_n 1985.09∗ 1985.09 3.13 2034.48 2034.48 10.86 2.49%
Ins2_12_4_c_m 72.13∗ 72.13 3.04 72.13∗ 72.13 13.64 -
Ins2_12_4_c_n 722.17∗ 722.17 2.87 722.17∗ 745.88 12.60 -
Ins2_12_4_r_m 2284.72∗ 2284.72 12.12 2284.72∗ 2284.72 15.05 -
Ins2_12_4_r_n 2120.57∗ 2120.57 4.80 2172.54 2172.54 12.00 2.45%
Ins4_12_3_c_m 1179.33∗ 1179.33 162.85 1179.33∗ 1185.80 42.13 -
Ins4_12_3_c_n 2153.34∗ 2153.34 1137.11 2153.34∗ 2153.34 45.79 -
Ins4_12_3_r_m 3801.50 3534.97 3600.00 3875.02 3883.16 38.38 1.93%
Ins4_12_3_r_n 5337.10 4772.74 3600.00 4811.61 4811.61 43.61 -9.85%
Ins4_12_5_c_m 502.45∗ 502.45 120.91 502.45∗ 504.44 50.29 -
Ins4_12_5_c_n 1073.79∗ 1073.79 711.39 1113.69 1113.69 45.04 3.72%
Ins4_12_5_r_m 3774.03 2882.71 3600.00 3550.76 3663.59 39.29 -5.92%
Ins4_12_5_r_n 5913.37 4149.52 3600.00 5628.6 5818.91 39.59 -4.82%
Ins4_12_9_c_m 737.57 711.17 3600.00 737.57 753.46 55.21 -
Ins4_12_9_c_n 1004.84∗ 1004.84 770.48 1004.84∗ 1057.07 50.64 -
Ins4_12_9_r_m 3691.13 2128.38 3600.00 3447.67 3585.40 45.21 -6.60%
Ins4_12_9_r_n 7217.50 4247.98 3600.00 6336.40 6336.40 46.57 -12.21%

with the two ALNS algorithms. For large instances, ALNS-HS and ALNS-SP find 17
and 19 out of 24 best solutions, with 13 ties. By comparison, LNS obtains one best
solution. When solving huge instances, both ALNS-HS and ALNS-SP still outperform
LNS. ALNS-HS finds 16 out of 24 best solutions, while ALNS-SP finds 18, with ten
ties. However, no best solution can be attained by LNS.

Hence, we can conclude that both ALNS-HS and ALNS-SP are quite effective.
ALNS-HS obtains better solutions than ALNS-SP on medium instances for most
instances, while the latter performs better for large and huge instances. Furthermore,
we conduct the statistical tests and prove that the performance of ALNS-HS is sig-
nificantly better than the classic LNS, with the p-value of 1.42 × 10−5, 1.25 × 10−5,
9.71 × 10−6 for medium, large and huge instances, respectively. Similarly, ALNS-SP
outperforms the classic LNS significantly, with the p-value of 1.44× 10−5, 1.1× 10−5,
2.34× 10−5 for medium, large and huge instances.
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Fig. 5 Number of best solutions obtained by three algorithms

5.3.3 Effectiveness analysis of post-optimization techniques
To assess whether the post-optimization techniques can help ALNS perform better,
we record the improvement of solutions when implementing such techniques. Table
10 shows the average improvement of objective values and the number of instances
improved by the HS and SP based post-optimization techniques. We observe that
both HS and SP can effectively improve the solution quality. HS is able to obtain
improved solutions for 3, 7, 4 and 7 instances over different sizes. SP is able to find
improved solutions for 0, 4, 10 and 8 instances over different sizes. As the size of
the instance increases, the objective improvement of the HS based post-optimization
technique gradually decreases, while the counterpart SP based post-optimization
technique remains relatively stable.

Table 10 Effective of HS method and SP model

Size
Number of instances Improvement of object value

HS SP HS SP

Small 3/20 0/20 3.36% 0.00%
Medium 7/36 4/36 1.16% 0.33%
large 4/24 10/24 0.65% 0.46%
huge 7/24 8/24 0.53% 0.46%

The computation times of the post-optimization techniques on each group of
instances are visualized in Figure 6. As seen from Figure 6, both the HS and SP
are highly effective and can further optimize ALNS within an extremely short time.
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Computation times increase as the total number of patients grows. Moreover, the HS-
based post-optimization technique is faster for instances in groups 1 to 8 but slower
in group 9 than its counterpart SP.

Fig. 6 Computation times of post-optimization techniques on each group of instances

5.3.4 Effectiveness analysis of lunch break scheduling
The time when caregivers should take a lunch break needs to be determined in our
proposed model. To evaluate the impact, we proposed a modified model where the
lunch break time is fixed. The difference between the modified model and the original
model lies in the replacement of constraints (22)-(25) with constraints (38)-(41) to
fix the lunch break time TL of each caregiver. We set TL at 400, 500, and 600,
respectively, to test the modified model’s performance under different fixed lunch
times. We solve this modified model by the CPLEX solver on small instances in the
same experimental environment.

tski +Di + tihs ≥ TL+M(
∑

j∈V h
C∪h

zkij − 1) ∀h ∈ VD, k ∈ Kh
2 , i ∈ V h

C ∪ h (38)

tski +Di + tihs ≤ TL+M(1−
∑

j∈V h
C∪h

zkij) ∀h ∈ VD, k ∈ Kh
2 , i ∈ V h

C ∪ h (39)

tski +Di + tihs ≥ TL+M(ykhf +
∑

j∈VC∪h

zkij − 2) ∀h ∈ VD, k ∈ K1, i ∈ VC ∪ h (40)

tski +Di + tihs ≤ TL+M(2− ykhf −
∑

j∈VC∪h

zkij) ∀h ∈ VD, k ∈ K1, i ∈ VC ∪ h (41)
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Table 11 reports the computational results. We observe that the original model
with a scheduled lunch break gets a better objective value than the modified model
with fixed lunchtime (TL = 400, TL = 500, TL = 600) for all the tested instances.
By analyzing the solutions, we find that when lunch breaks are fixed, caregivers have
a higher probability of delaying service or working overtime, resulting in additional
penalty costs. Moreover, the computational time required to solve the modified model
has also increased significantly. These results indicate the importance of scheduling
lunch break time for caregivers.

Table 11 Results for the proposed model with scheduled lunch break and fixed lunch time

Instance
Scheduled lunch break TL = 400 TL = 500 TL = 600

Obj Time (s) Obj Time (s) Obj Time (s) Obj Time (s)
Ins2_6_1_c_m 392.48 0.10 531.16 0.07 816.19 0.14 1568.45 0.31
Ins2_6_1_c_n 161.88 0.06 1345.02 0.08 908.25 0.07 234.17 0.07
Ins2_6_1_r_m 1194.52 0.16 1735.39 0.19 3483.98 2.69 1854.19 0.37
Ins2_6_1_r_n 1872.88 0.09 2392.27 0.15 2324.48 0.18 2924.48 0.19
Ins2_6_2_c_m 328.28 0.10 328.28 0.08 719.47 0.21 567.79 0.17
Ins2_6_2_c_n 188.73 0.11 1201.97 0.17 1169.04 0.43 1460.64 0.70
Ins2_6_2_r_m 1132.05 0.10 1132.05 0.10 1971.61 0.18 2538.03 0.18
Ins2_6_2_r_n 1959.78 0.25 3129.67 1.54 3369.30 2.48 4012.44 2.63
Ins2_12_1_c_m 99.30 0.72 209.59 1.10 1005.86 6.70 1668.99 9.60
Ins2_12_1_c_n 1032.09 1.88 1882.66 2.48 1991.37 4.96 2547.92 2.92
Ins2_12_1_r_m 2167.54 3.12 3284.73 9.97 3393.86 10.87 2927.91 8.25
Ins2_12_1_r_n 1359.67 0.97 2531.95 3.53 2669.04 7.66 2588.31 5.53
Ins2_12_2_c_m 649.07 1.71 931.21 2.46 2345.40 6.02 851.69 1.67
Ins2_12_2_c_n 526.66 1.01 1353.11 4.46 1787.85 4.50 2061.11 12.22
Ins2_12_2_r_m 1489.49 1.13 3368.40 5.41 2597.18 3.74 3332.12 10.55
Ins2_12_2_r_n 1985.09 3.13 3533.48 15.55 2589.03 4.42 3388.37 15.71
Ins2_12_4_c_m 72.13 3.04 1036.84 5.73 419.97 3.58 928.43 6.47
Ins2_12_4_c_n 722.17 2.87 1185.10 2.30 1715.97 4.15 1725.10 2.91
Ins2_12_4_r_m 2284.72 12.12 3494.17 46.69 3630.03 41.40 3518.54 41.82
Ins2_12_4_r_n 2120.57 4.80 2789.96 7.85 2730.54 10.91 5480.64 259.55

5.3.5 Effectiveness analysis of destroy/repair operators
To evaluate the impact of the destroy/repair operators, we conduct the following
experiments. The first experiment disables one operator from the ALNS algorithm
and reports the objective value deviations. The second experiment summarizes the
average number of improved solutions found by each operator. Specifically, each time
an improved solution is found by performing a pair of destroy and repair operators,
the improvement count of the two operators is increased by one.

Table 12 displays computational statistics of each operator over five runs. In the set
of destroy operators, Random Removal is found to be the most effective by obtaining
an objective value deviation of 3.49% and 38.7 improved solutions on average. More-
over, our three new operators, including Synchronized Removal, Healthcare Center
Switch and Healthcare Center Close, demonstrate their positive roles in the per-
formance of the ALNS algorithm. As for the repair operators, the operators based
on the professional caregiver precedence show complementary results to those based
on general caregiver precedence. The former finds more improved solutions, while
the latter has more impact on solution quality. This indicates that when dealing
with synchronization constraints, the best strategy is not to always schedule profes-
sional caregivers first for all synchronized visits but rather to coordinate the working
hours of professional and general caregivers. It is worth noting that even though the
General-Professional Best Insertion#2 finds improved solutions less frequently than
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the Professional-General Best Insertion, the impact of the former on the solution qual-
ity is more significant. This is due to the fact that the BLB strategy will determine
the optimal start time for lunch breaks, resulting in a substantial improvement in the
solution quality within a relatively small number of iterations. To sum up, each of the
ten operators shows its merit in the algorithm performance.

Table 12 Computational statistics of each operator

Operator Objective value
deviation with-
out this operator

Average number of
improved solutions
found by the opera-
tor

Destroy operator:
Random Removal 3.49% 38.70
Related Removal 0.67% 4.96
Worst Removal 0.44% 0.68
Synchronized Removal 0.81% 5.81
Healthcare Center Switch 1.14% 3.75
Healthcare Center Close 0.80% 1.94

Repair operator:
Professional-General Best Insertion 0.46% 31.65
Professional-General Randomized Best Inser-
tion

0.55% 21.20

General-Professional Best Insertion#1 0.65% 0.53
General-Professional Best Insertion#2 3.40% 2.46

5.3.6 Convergence analysis of ALNS and LNS
The convergence chart in Figure 7 illustrates the variation of objective values with
increasing iterations for the instance denoted by Ins4_25_10_r_n on ALNS and LNS
algorithms. The horizontal axis represents the number of iterations, while the vertical
axis indicates the gap between the objective value obtained at the current iteration and
the best-found objective value. We can observe that within the initial 500 iterations,
the gaps notably decrease from 240% to 5% for ALNS and from 240% to 10% for LNS.
However, as the iterations progress, the gaps decrease much slower and eventually
converge toward optimal or suboptimal solutions. Note that a similar trend can be
observed in other instances. The convergence results confirm the superiority of our
proposed ALNS algorithm.

6 Conclusion
This paper investigated a new collaborative home health care routing and scheduling
problem in multiple service centers. Many realistic complex constraints are considered,
including time windows, mandatory lunch breaks, synchronized visits, downgrading
services, etc. A mixed integer programming model is constructed, and the general
CPLEX solver can solve small instances. To solve larger instances, we additionally pro-
posed an adaptive large neighborhood search (ALNS) algorithm by combining three
classic and seven destroy/repair operators specially designed for the problem. The
adaptive selection mechanism of the destroy/repair operators significantly enhanced
the collaborative effect among caregivers. Moreover, we proposed post-optimization
techniques based on heuristic strategies and a set partitioning model at the end of
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Fig. 7 The convergence process of instance Ins4_25_10_r_n

ALNS for performance enhancement. Experimental tests on 104 instances demon-
strated that our proposed ALNS algorithm competes well with the CPLEX solver on
32 small instances. For instances where CPLEX fails to produce feasible solutions,
both ALNS-based algorithms significantly outperform the classic large neighborhood
search algorithm. The role of the destroy/repair operators in the performance of the
algorithm is shown by additional experimental analysis.

In future work, we plan to focus on uncertain aspects of home health care in prac-
tice, such as stochastic traveling times of caregivers and service duration uncertainty.
As these stochastic factors affect the quality of services, we intend to design stochastic
programming methods to deal with them. We also plan to extend the planning hori-
zon of this problem from one day to several days and to introduce patient preferences
to improve service levels.
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